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Virtualization techniques are getting more and more popular. They allow to run 
multiple virtual servers on a single physical machine. But in case of a hardware 
outage, tens of virtual servers are down. This paper gives some insight how to 
prevent this situation. “Problems of virtualization” discusses why it is 
necessary to think about clustering in virtualized environments. Then, “Types 
of virtualization” explains characteristics of different virtualization techniques  
and shows some examples of virtualization. “HA cluster configurations in 
virtual environments” looks into different kinds of possible cluster  
configurations, their respective advantages and drawbacks, and possible 
pitfalls. Finally “Examples” shows some concrete examples of HA (high 
availability) clusters in virtual environments.

Problems of virtualization

Without virtualization, an outage of a single physical machine leads to the 
outage of a single server. But if a physical machine uses virtualization 
technologies, and tens of virtual servers are running on that single physical 
machine, an outage of this machine causes much more trouble. With a single 
outage tens of virtual servers are down. So taking precautions to prevent such 
situations is critical in a virtualized environment. By combining virtualization 
and HA clustering, it is possible to benefit from increased manageability and 
savings from server consolidation through virtualization without decreasing 
uptime of critical services [1].

Types of virtualization

Virtualization techniques are getting more and more popular. They allow to run 
multiple virtual servers on a single physical machine. We refer to this virtual 
servers as virtual machines. For the purpose of this paper, we distinguish 
between three virtualization techniques:

● Hardware-Virtualization (e.g. QEMU [2], VMware [3])
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● Para-Virtualization (e.g. Xen [4], Denali [5], User Mode Linux [6])

● OS-Virtualization (e.g. OpenVZ [7], Linux-Vserver [8], Sun Solaris 
Containers [9])

This definition is not suitable for all discussions about virtualization. Also some 
overlapping between the three virtualization techniques is possible. Another 
possible definition of virtualization techniques in Linux is shown in [10]. A 
detailed survey of virtualization techniques can be found in [11].

The three techniques shown above differ not only in the kind of virtualization, 
but also in the provided features. Virtualization is used for different reasons, 
and necessary features vary depending on the purpose of an virtualized 
environment. All techniques have different pros and cons, also in respect of 
different kinds of clustering. We look at these three techniques more detailed 
to be able to evaluate the three virtualization techniques for the use in 
different kinds of cluster configurations.

Hardware-Virtualization

Hardware-virtualization provides virtual hardware to the virtual machines. It 
allows to run guest operating systems in the virtual machines without any 
modifications. The guest OSs are not aware that they are actually not running 
on a physical computer – the virtual hardware seems like real hardware to 
them.

Virtual hardware is provided through emulating this hardware with the help of a 
virtual machine monitor (VMM). This VMM needs real resources from the 
physical server, and can be implemented in two ways. It can be either host-
based, or not host-based. In the first case a host OS, host specific drivers and 
some user-space code are necessary for virtual machines. Examples are QEMU 
or VMware Workstation and VMware Server. In the other case the VMM is not 
host-based. In [10] such a VMM is called a pure virtual machine monitor. 
VMware ESX Server is an example for this. With this method, some of the 
overhead that is necessary when running on top of a host OS can be removed, 
and therefore performance within the virtual machine can be increased. On the 
other side, such pure VMMs themselves must include more hardware support 
than host-based VMMs have to (see [10] p. 587).

Para-Virtualization

Emulating hardware like in hardware-virtualization requires some additional 
amount of resources. To avoid this drawback, some virtualization solutions 
provide a virtual machine abstraction layer which is only similar to the 
underlying hardware – but not identical. This approach is known as para-
virtualization [12], and promises improved performance compared to full 
hardware-virtualization. As the abstraction is only similar to the underlying 
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hardware, modifications to the guest operating systems are necessary. In this 
way, the guest operating systems work co-operatively with the VMM (which is 
often called hypervisor in this context). This has some advantages. For 
example, the hypervisor can tell the guest that real time has passed between 
its last run, and its present run, permitting it to make smarter re-scheduling 
decisions to appropriately respond to a rapidly changing environment [13].

Examples of para-virtualization are Xen and Denali. Also User Mode Linux can 
be seen as some kind of para-virtualization. For Xen, the paper [14] outlines 
that although the OS must be modified for the guest, no changes to the 
application binary interface (ABI) are necessary and hence no modifications are 
required to guest applications. The paper shows some performance tests 
shown, but it has to be kept in mind that they reflect program versions as of 
2003.

Like with hardware-virtualization, also in a para-virtualized environment each 
virtual machine runs its own kernel, has it's own dedicated memory, and it's 
own disk space.

OS-Virtualization

The third technique is OS-virtualization. Examples for OS-virtualization are 
OpenVZ, Linux-Vserver, and Sun Solaris Containers. The main difference 
compared to hardware-virtualization and para-virtualization is that with OS-
virtualization only one single kernel runs on a physical server. This single kernel 
is used by both the host operating system itself and the guest operating 
systems. The idea behind that design is to avoid processing data twice as it is 
often necessary when a guest is running its own kernel.

In [15], Herbert Pötzl, maintainer of Linux-Vserver gives an example what 
happens when using multiple kernels: “a syscall to read a file is first processed 
by the guest kernel, to be then handed upwards and result in an actual I/O by 
the host kernel, which in turn has to hand back the data to the guest kernel 
before it reaches the process.” There are also other benefits with this 
technique. First, virtual machines do not require a dedicated amount of RAM. 
Although a minimal amount of resources, like the amount of guaranteed 
available RAM can be configured, other virtual machines can use these 
resources if a virtual machine does not currently need them itself. In this way, 
it does not happen that a virtual machine runs out of RAM, while another virtual 
machine only uses 10 MB of 256 MB dedicated RAM. Second, RAM consumption 
can be further decreased by loading shared libraries only once for multiple 
virtual machines into the memory. And third, virtual machines can be started in 
seconds, as they use the same kernel as the host, which is already running.

When using OS-virtualization only a single kernel runs for both the host and the 
guest systems. This technique lacks the possibility to run different operating 
system types in the virtual machines. But it is still possible to run different 
Linux distributions in the guests, as long as they work with the virtualized 
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kernel and the host itself runs on Linux.

HA cluster configurations in virtual 
environments

The majority of today's high availability clusters is based on real physical 
hardware. Because of the fact that virtualization is coming more and more 
popular nowadays, one has to think about possible combinations of 
virtualization and high availability. Until now only very few implementations 
and literature is available about that topic but this is expected to rapidly 
emerge in the near future.

The following scenarios (see also [16]) are shown below:

● virtual/virtual, single physical machine

● virtual/virtual, multiple physical machines

● physical/virtual

● virtual/physical

● physical/physical with fail-/switchover of virtual machines

Virtual/virtual, single physical machine

This setup builds an HA cluster between two or more virtual machines on a 
single physical machine. The cluster manager itself is running directly in the 
virtual machines. The physical server only hosts the virtual machines, like 
shown in the figure below.

physical machine

virtualization

virtual
machine

virtual
machine

cluster
manager

cluster
manager

This setup does not protect against hardware failures. So the physical machine 
itself is a SPOF (single point of failure). Other advantages normally offered by 
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HA clusters like planned outage for maintenance purposes also get lost. 

The remaining advantages mainly depend on the used virtualization type. If 
hardware- or para-virtualization is used this setup brings additional protection 
since separate instances of the operating system are running in the virtual 
machines. It protects against a kernel panic in a virtual machine for example. 
When using OS-virtualization the virtual machines on one physical machine are 
effectively all running the same kernel and therefore are not protected against 
a kernel panic. The ability of a cluster manager to monitor applications and do 
local recoveries is not negatively affected by this setup.

As a conclusion this scenario is mainly useful for test environments. It is a very 
comfortable way to test different HA cluster setups without requiring much 
hardware. The paper [17] discusses the use of User Mode Linux for testing 
purposes.

Virtual/virtual, multiple physical machines

In this scenario an HA cluster is built between two or more virtual machines, 
each of them running on different physical machines. The SPOF of a single 
physical machine is eliminated. Again, the cluster manager is running directly 
in the virtual machine. The figure below shows this setup.
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The main advantage of this setup lies in the area of easier management of the 
cluster nodes. Since the cluster is running in a virtual machine it can be easily 
moved to other physical machines. Moreover backup and recovery procedures 
are traditionally simplified through the use of virtualization. However it is also 
necessary that the physical server and its operating system have to be 
included in backup, recovery and security update procedures as well.

Another advantage of this setup is the possibility to run multiple instances of 
an application that normally is not able to run in one single OS instance. This is 
possible when using multiple virtual machines with one application instance 
each running on one physical machine.
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Physical/virtual

Here an HA cluster is established between a physical machine (normally active 
node) and a virtual machine (normally passive node). The cluster manager is 
on the one side running directly on the physical machine and on the other side 
running in the virtual machine. Let's call the physical machine running the 
virtual machines for standby nodes “passive node appliance”. The figure below 
shows the setup.

physical
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active passive passive active

The advantage of this setup is the possibility to combine multiple standby 
nodes on one physical machine whereas normally one would need a second 
physical machine for each standby node. This offers great potential for cost 
savings. 

Imagine a company uses ten different active/passive HA cluster systems. When 
the standby node is virtualized some form of overbooking for the standby 
nodes can be done. Indeed it seems to be quite unlikely that all ten HA clusters 
would ever need their standby nodes at the same time. However in case of fail-
/switchover of multiple clusters to the “passive node appliance” this physical 
server may run out of resources. So appropriate sizing is very important.

Another advantage is the possibility to run different Linux distributions or even 
operating systems on the “passive node appliance”. Disadvantageous is the 
necessity to use different mechanisms for backup, recovery and security 
updates for the physical machine and the “passive node appliance”.

Virtual/physical

This scenario is the counterpart to physical/virtual. In theory it is quite similar 
except that the active and passive roles are interchanged. So the cluster 
manager for the active node is normally running in the virtual machine, where 
the cluster manager for the passive node is running on a physical machine. 
Let's call the physical machine running the virtual machines “active node 
appliance”.

Page 6



physical
machine

physical machine

virtualization

virtual
machine

virtual
machine

cluster
manager

cluster
manager

physical
machine

cluster
manager

cluster
manager

passive active active passive

In that case the “active node appliance” has to be sized as large to be able to 
run all virtual machines at the same time. A reason for the deployment of that 
scenario would be if someone likes to use a very powerful and redundant 
hardware during normal operations for the “active node appliance”. For the 
standby nodes each running on a dedicated physical machine, cheaper and 
less powerful hardware could be used. 

However it is questionable if cheap and less redundant hardware should be 
used for HA clustering at all.

Physical/physical with fail-/switchover of virtual 
machines

In contrast to the previously discussed scenarios, in this one the cluster 
manager is always directly running on the physical machine. So the HA cluster 
is built between two or more physical machines just like in traditional setups. 
The difference is that applications are not running directly on the physical 
machine but instead running in one or more virtual machines. Virtual machines 
themselves are configured as a resource in the cluster and are managed by the 
cluster manager. In case of a fail-/switchover the whole virtual machine is failed 
over to the standby node, as shown in the figure below.

physical machine

cluster manager

physical machine

virtualization

virtual
machine

virtual
machine

cluster manager
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This setup offers some reasonable advantages. One advantage is the 
simplification of the cluster configuration. Since the cluster manager is only 
responsible for controlling the virtualization software, the configuration is kept 
simple and straightforward. No complex resource hierarchies and no 
complicated application integration procedures like sharing or synchronization 
of configuration files are needed. One big advantage is the fact that 
applications are running in a single virtual machine. Therefore managing 
clustered applications is as easy as managing applications on a single virtual or 
physical machine. The virtual machine itself does not even know anything 
about the fact that it is actually clustered.

Another advantage is the possibility to cluster multiple virtual machines with 
only one cluster manager. Instead of running multiple clusters, multiple virtual 
machines can be consolidated on a single cluster. 

A disadvantage is that a fail-/switchover can take longer than in a traditional 
cluster. This is because it is not sufficient to relocate the application only in the 
cluster but moreover the whole virtual machine has to be started on the other 
cluster node. Therefore a whole operating system has to be started which 
always takes longer than just starting an application. The time the virtual 
machine takes to startup is significantly affected by the virtualization 
technology used. When using hardware- or para-virtualization, the startup 
procedure normally takes longer since usually the OS kernel has to be started 
and in addition some form of virtual hardware always has to be initialized. If OS 
virtualization is used instead, the overhead for starting the kernel and for 
initializing the hardware is eliminated or significantly reduced. In that case the 
overhead compared to starting a single application is often negligible.

Possible Pitfalls

Today's HA cluster solutions have different requirements for hardware, 
software, network and storage. HA cluster managers have not been built to run 
in virtual environments. This has to be considered when using HA clustering in 
combination with virtualization.

It becomes clear when thinking about shared resource protection. According to 
[18] the following mechanisms exist:

● Lock Manager

● SLM (Single Lock Manager)

● RLM (Redundant Lock Manager)

● DLM (Distributed Lock Manager)

● Quorum
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● Quorum Disk

● Real Quorum of Servers

● Tie-Breaker Mechanisms

● Fencing Mechanisms

● Resource Fencing

● System Reset/Node Fencing

Depending on the shared resource protection mechanism used, different 
problems can be expected in virtual environments with that mechanisms.

Resource fencing guarantees an exclusive use of a shared resource. Many 
cluster managers use SCSI-2 reservations or SCSI-3 persistent reservations to 
assure this exclusive access for SCSI disks. These mechanisms can be already 
critical and error-prone in traditional environments as mentioned in [19]. 
Especially when using virtual/physical or vice versa setups, SCSI reservations 
can cause troubles. If used at all in a virtualized environment, intensive testing 
is necessary.

Node fencing excludes a complete physical machine from the cluster, usually 
by power cycling the cluster node. This is often called STONITH (Shoot The 
Other Node In The Head) as mentioned in [20]. When using node fencing in a 
virtualezed environment one has to avoid situations where multiple “virtual” 
cluster nodes are excluded by power cycling a single physical machine.

In general one should always remember the key HA principle: simplicity (see 
[21] p. 101). The more complex an HA cluster gets, the more potential failures 
can occur. Indeed using virtualization itself adds complexity and therefore 
potential for additional failures. A short example: device drivers. When using 
hardware virtualization often two device drivers are needed, called double 
device driver model. One in the host system accessing the real hardware, and 
one in the virtual machine accessing the host's hardware through a virtual 
device driver. Therefore errors can occur in two different device drivers. At this 
point, it is noticeable that [22] has shown that device drivers have error rates 
up to three to seven times higher than the rest of the kernel. When using para-
virtualization the split device driver model is often used. In that case again 
multiple drivers have to cooperate in a smooth and reliable way.

Future

Combining virtualization and HA clusters is just in its beginning stages at the 
moment. Until now only very few ready-to-run solutions exist.

Real-time migration is currently becoming increasingly popular for virtualization 
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technologies. It allows to freeze a virtual machine at a particular time and 
restore it on another physical machine while preserving memory, processes 
and network connections. In best case the client will not notice any outages 
during migration. 

This feature can be useful for switchovers in HA environment since the outage 
normally caused by starting and stopping virtual machines can be minimized. 
Moreover the use of real-time migration in case of failover in HA environment 
could be an interesting approach too.

Examples

Below a cluster with OpenVZ, Heartbeat [23], and DRBD [24] is shown, as well 
as some references to other cluster examples.

Cluster with OpenVZ, Heartbeat, and DRBD

It possible to build a physical/physical scenario with fail-/switchover of virtual 
machines with the OS-virtualization OpenVZ, the cluster manager Heartbeat 
and the data replication DRBD (Distributed Replicated Block Device).

Let's assume a two node cluster with Heartbeat installed directly on both 
nodes' OS on the physical machines. OpenVZ is able to start and stop all 
currently configured virtual machines, called VPSs (Virtual Private Servers), 
with a single init script called /etc/init.d/vz. This init script is configured as a 
cluster resource in Heartbeat. As a result in case of a switchover Heartbeat 
simply stops all VPSs on one node and starts them again on the other node.

DRBD is used to share data and configuration files for the VPSs and is also 
configured as a resource in Heartbeat. At least the following directories have to 
be shared when using OpenVZ:

● /vz – contains the VPSs

● /etc/sysconfig/vz-scripts/, /etc/sysconfig/vz – configuration files for VPSs

● /var/vzquota – quota information for VPSs

It is not necessary to configure the IP addresses of the VPSs as a resource in 
the cluster manager. When a VPS is started the command /usr/sbin/arpsend is 
called by OpenVZ and sends out a gratuitous arp. By default only one 
gratuitous arp is sent out, but this value can be increased in the script 
/usr/lib/vzctl/scripts/vps-functions.

Page 10



Other cluster examples

There are also other resources available that describe concrete combinations of 
HA clustering and virtualization:

● [25] describes how to setup a cluster with Linux-Vserver, Heartbeat and 
DRBD.

● In [26] it is mentioned how the RedHat Cluster Suite can be used to run 
inside a Xen Guest. The cluster filesystem GFS is used this example.

● In a posting [27] on the Linux-HA mailing list a Heartbeat 2.X resource 
agent for Xen guests has been published.
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